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Abstract

Implicit neural networks have emerged as a crucial tech-
nology in 3D surface reconstruction. To reconstruct contin-
uous surfaces from discrete point clouds, encoding the in-
put points into regular grid features (plane or volume) has
been commonly employed in existing approaches. However,
these methods typically use the grid as an index for uni-
formly scattering point features. Compared with the irreg-
ular point features, the regular grid features may sacrifice
some reconstruction details but improve efficiency. To take
full advantage of these two types of features, we introduce
a novel and high-efficiency attention mechanism between
the grid and point features named Point-Grid Transformer
(GridFormer). This mechanism treats the grid as a trans-
fer point connecting the space and point cloud. Our method
maximizes the spatial expressiveness of grid features and
maintains computational efficiency. Furthermore, optimizing
predictions over the entire space could potentially result in
blurred boundaries. To address this issue, we further pro-
pose a boundary optimization strategy incorporating margin
binary cross-entropy loss and boundary sampling. This ap-
proach enables us to achieve a more precise representation
of the object structure. Our experiments validate that our
method is effective and outperforms the state-of-the-art ap-
proaches under widely used benchmarks by producing more
precise geometry reconstructions. The code is available at
https://github.com/list17/GridFormer.

Introduction

Perceiving and modeling the surrounding world are essen-
tial tasks in 3D computer vision. Point clouds obtained from
various sensors allow us to capture discrete spatial informa-
tion about 3D surfaces directly. Surface reconstruction plays
a vital role in converting this discrete representation into a
continuous one. Recently, learning-based approaches have
gained significant popularity in reconstructing point clouds.
These implicit methods employ a conversion process that
transforms the input point cloud into a global feature to rep-
resent the spatial continuous field of a 3D shape. However,
bridging the gap between the continuous space and the dis-
crete point cloud poses challenges, resulting in varying re-
construction outcomes across different representations.

*Corresponding author: Ge Gao
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

3163

(b) POCO
i
(c) ALTO (d) Ours

Figure 1: Visualization of the complex scene reconstruction
results on the Synthetic Rooms dataset (Peng et al. 2020).
Our method can produce high-fidelity reconstructions com-
pared with the point-based method POCO (Boulch and Mar-
let 2022) and the grid-based method ALTO (Wang et al.
2023).

Typically, these methods encode the point cloud using ei-
ther a single global feature or regular local grid features. The
regular grid features are learned by uniformly distributing
the point-wise features across each grid. While regular grid
features capture information averagely from every point of
the space, they may overlook the shape details in the point
cloud. Some other methods will attach the features to the
input points (Boulch and Marlet 2022; Zhang, Niener, and
Wonka 2022) or move the regular grid features close to the
surface (Li et al. 2022). These irregular features can repre-
sent the 3D shape more accurately. However, connecting the
irregular features with the space can be difficult. Also, the
target occupancy function is not differentiable or even not
continuous at the zero level. This intrinsic property increases
the error bound and makes training more difficult.

To address these challenges, we propose a novel and
highly efficient attention mechanism that bridges the space
and point cloud by treating the grid as a transfer point. Fig-
ure 2 shows the difference between our approach and the
previous techniques based on point or grid structures. The
point-based method can effectively obtain the shape infor-
mation from the point cloud, but the irregular structure of
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Figure 2: Comparisons between our GridFormer and other
methods. The colorized arrows in (a), (c), and (d) repre-
sent learnable weights for scattering point or grid features.
(a) The point-based approach expresses the query point fea-
ture by aggregating the nearby point features with learnable
weights. (b) The grid-based approach learns the grid features
by uniformly scattering the point features. The decoder ag-
gregates the grid features by the weights calculated by bilin-
ear or trilinear interpolation. (c) The attention-based decoder
in ALTO (Wang et al. 2023) makes the weights between the
query and grid points learnable. (d) Our point-grid trans-
former learns the weights between the input and grid fea-
tures. This enables our method to approximate (a) through
grid points while maintaining high efficiency.

the points significantly decreases efficiency. Our approach
leverages the concept of point-grid attention to model the
grid feature. This enables our network to learn the relation-
ship between the input and grid features, which can implic-
itly bridge the space and the points. And the visual recon-
struction differences between these methods can be found in
Figure 1.

In particular, apart from employing uniform sampling, we
have devised a two-stage training strategy. It incorporates
margin binary cross-entropy loss and boundary sampling to
narrow down the error bound caused by the discontinuity
property, ensuring a more precise reconstruction result.

Our contributions can be listed as follows:

¢ We introduce the Point-Grid Transformer (GridFormer)
for surface reconstruction. Our method significantly im-
proves the spatial expressiveness of grid features for
learning implicit neural fields.

* We design a two-stage training strategy incorporating
margin binary cross-entropy loss and boundary sampling.
This strategy enhances our model’s predictive capability
by yielding a more precise occupancy field near the sur-
face.

* Both object-level and scene-level reconstruction experi-
ments validate our method, demonstrating its effective-
ness and ability to produce accurate reconstruction re-
sults.

Related Work
3D Representations

Explicit Representations. Voxels are amongst the most
widely used shape representations (Maturana and Scherer
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2015; Choy et al. 2016). However, as the resolution in-
creases, the memory consumed by voxels increases dramat-
ically. Different from voxels, point clouds represent a 3D
shape as a set of discrete points (Qi et al. 2016, 2017). These
points are irregularly distributed in space and lack continu-
ous topological relationships. Hence post-processing steps
(Kazhdan and Hoppe 2013) are needed to extract continu-
ous surface. Meshes (Gkioxari, Malik, and Johnson 2019,
Pan et al. 2019) avoid the complexity brought by voxels and
can better represent the topological structure. However, gen-
erating mesh directly from the neural network is also more
complicated. Most meshed-based methods require deform-
ing geometric primitives (Groueix et al. 2018a) or templates
of fixed topology (Groueix et al. 2018b).

Neural Implicit Representations. Implicit representation
characterizes the whole space by predicting each point as in-
side, outside, or on the surface. It relies on a neural network
acting as the function to model the binary occupancy field
(Chen and Zhang 2019; Mescheder et al. 2019; Sitzmann,
Zollhoefer, and Wetzstein 2019) or distance field (Gropp
et al. 2020; Park et al. 2019; Atzmon and Lipman 2020;
Takikawa et al. 2021) and then uses the marching cubes
(Lorensen and Cline 1987) algorithm to extract the mesh.
The implicit function typically receives a query point with a
feature and outputs the corresponding occupancy or distance
value. A single global feature has been applied to represent
different shapes initially but it cannot capture local details.
To resolve this, several works explored capturing local fea-
tures both in the 2D image field (Saito et al. 2019, 2020;
Xu et al. 2019) and in the 3D point cloud field (Chibane,
Alldieck, and Pons-Moll 2020; Peng et al. 2020; Chen, Liu,
and Han 2022; Baorui et al. 2022).

To obtain more faithful geometric features, some subse-
quent works also explored multi-resolution (Takikawa et al.
2021; Chen et al. 2021; Huang et al. 2023), irregular or dy-
namic feature representations (Li et al. 2022; Boulch and
Marlet 2022; Zhang, Niefner, and Wonka 2022). Indeed,
compared to the regular gird features (Peng et al. 2020; Tang
et al. 2021; Lionar et al. 2021), the irregular feature repre-
sentation is more compact and better suited to capture the
details. Some other works (Baorui et al. 2021; Ben-Shabat,
Hewa Koneputugodage, and Gould 2022; Ma et al. 2023)
use the gradient or divergence to constrain the implicit fields
for better reconstruction. Due to the intrinsic properties of
the occupancy field, we adopt the margin to optimize our
estimated occupancy function.

Transformers for Point Cloud

Transformer was first applied in NLP tasks (Vaswani et al.
2017) and has made a great success. It relies on a self-
attention mechanism to capture the relationships between
different words. This practical approach has also brought
about innovations in other fields. Recently several works,
like Point Transformer (Zhao et al. 2021) and Point Cloud
Transformer (Guo et al. 2021), have explored the application
of transformers in point cloud processing. However, due to
the discrete distribution of point clouds, many of these ap-
proaches rely on the k-nearest neighbor (kNN) search to find
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Figure 3: Overview of our method. (a) The architecture of GridFormer. (b) The 2D plane point-grid transformer layer in which
the colorized arrows represent learnable weights. (c) The detailed structure of the point-grid attention mechanism for point

features aggregation. ‘Pos Enc’ denotes position encoding.

the nearest neighboring points. As the size of the point cloud
increases, the KNN search becomes more complex and com-
putationally expensive. Fast Point Transformer (Park et al.
2022) designs a lightweight self-attention layer that uses the
voxel hashing-based architecture to boost computational ef-
ficiency. Our method also utilizes grids for the aggregation
of point features. But our innovation lies in utilizing the fixed
grid not only for acceleration but also to connect the space
and the point cloud.

Method

Our method aims to establish an efficient attention mecha-
nism for connecting the space and the point cloud. Figure
3(a) shows an overview of our network structure. Based on
our point-grid transformer layer, the model constructs a con-
tinuous occupancy function o : R3® — [0, 1]. For a point
cloud P = {p; | p; € R3}, we first learn the per-point fea-
tures by applying a small point-wise multi-layer perception
(MLP). Then the grid (plane or volume) features are initial-
ized by scattering the point features uniformly. The U-Net-
like network is constructed based on the point-grid trans-
former layer. Each layer takes in point and grid features. In
the following sections, we will elaborate on the point-grid
transformer layer, the multi-resolution decoder, and our sub-
sequent optimization strategy.
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Point-Grid Transformer Layer

Given the point cloud P, we define the f,, fq, f, as the fea-
tures of input, grid, and query points, and the p, g, q repre-
sent the corresponding points. ¢ and v represent the MLP
and convolutional neural network (CNN), respectively. The
steps of the point-grid transformer layer, as illustrated in Fig-
ure 3(b) and (c), will be described in detail below.

Position Encoding. We convert the point clouds from the
global coordinate system to the local coordinate system of
the grid where the point is situated. Then we use an MLP
®pos With two linear layers and one ReLU nonlinearity func-
tion. It takes the localized points as input and outputs the
position encoding, as denoted by

fpos = (bpos(p - |_(p X T)J /’I“),

where r represents the plane or volume resolution.

(1)

Point Features Aggregation. This section will describe
the point-grid attention mechanism used to aggregate the
point features. We leverage the point transformer mecha-
nism in (Zhao et al. 2021) to learn the weights between the
point and grid features. The detailed structure is shown in
Figure 3(c). A small CNN 4, is applied to the grid fea-
tures to learn the keys, and two MLP networks ¢, and ¢,
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are utilized to learn the queries and values of the point fea-
tures, respectively. We also add position encoding in both the
point-grid attention generation branch and the feature trans-
formation branch following (Zhao et al. 2021). The point-
grid weights can be represented as follows:

Wij = d)w((ﬁk(fgl) - (bq(fpj) + fp05)~ (2)

Here the point p; is situated in the same grid N, as the
grid point g;. The softmax function is applied to normalize
the weights in the same grid. Then we aggregate the point
features by our learned point-grid weights:

fgi Z Wij(¢v(fpj) +fp08)~

Pj ENQz‘

3

Grid Features Aggregation. To increase the receptive
field of each grid, we further aggregate the neighbor grid
features by a small CNN. Considering our motivation and
the lightweight network design, we replace the CNN with
the depth-wise convolutional network (Chollet 2017) in the
last three point-grid transformer layers directly connected to
the decoder. The depth-wise convolution convolves each in-
put channel with a different kernel which acts as the shared
weights between the grid features.

Point Features Sampling. Merely updating the point fea-
tures from f,,. to ¢,(fp,) + fpos Will disregard the point
features within the neighborhood. To address this issue, we
opt to sample the point features from the hybrid grid features
using bilinear or trilinear interpolation denoted as S. Simul-
taneously, considering that the grid features inherently con-
tain position encoding, we omit this component during this
stage. The revised point features can be mathematically ex-

pressed as
fpi :¢v(fpj)+8(fg)- “4)

Throughout this entire stage, the grid features only serve
the purpose of computing the keys. Consequently, we imple-
ment a skip connection for both the point and grid features
within one attention layer.

Multi-resolution Decoder

For any given query point ¢, we can sample the query feature
by bilinear or trilinear interpolation, leveraging our learned
grid features as shown in Figure 2(d). The weights in the
interpolation are fixed for a certain query point since they
are computed by the relative distance. An improved method
is learning the weights also through the attention mechanism
between the query and grid points like the Figure 2(c). How-
ever, In the feature transfer chain from the input point cloud
to the grid points, then to the query points, we already make
the weights of the front half part learnable. At the same time,
the number of query points will increase rapidly when we
need a high-resolution reconstruction result. An attention-
based decoder will consume more time to decode the occu-
pancy value for each query point.

Based on the aforementioned factors, we still keep the in-
terpolation method to sample the query features. We opt for
grid features f = (f1, fo, f3) from two different resolutions
as illustrated in Figure 3(a). We scale the different feature
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Figure 4: Illustration of boundary optimization.

dimensions to 32 through a shallow MLP to keep the same
settings as other methods. We use the same network oy for
the decoder as (Peng et al. 2020), which takes in the accu-
mulated feature f, € F and the query point ¢ € R3 and
outputs the occupancy:

09 : R® x F — [0,1]. (5)

Boundary Optimization

In this section, we propose boundary optimization for the
occupancy function. According to the definition of the occu-
pancy function o : R® — [0, 1], it is not continuous and not
differential on the surface. Based on these intrinsic features,
we adopt the margin binary cross-entropy loss to finetune
our model with the boundary sampling.

Boundary Sampling. The uniform sampling strategy has
been proven to be the most suitable training strategy in
(Mescheder et al. 2019) as other alternative sampling strate-
gies tend to introduce bias to the model. But for a precise re-
construction, it is required to have accurate predictions near
the surface. Hence, we divide the whole training procedure
into two stages. At the first stage, we use uniform sampling
for training until the model converges. At the second stage,
we switch to boundary sampling. To ensure fairness, we ex-
tract boundary regions from the original training data rather
than resampling the query points.

Since both the noise levels and densities of the point
clouds are different, extracting the region based on the input
point cloud is insufficient. We extract the boundary points
based on the ground-truth occupancy labels the same as
(Tang et al. 2022). A point is a boundary point only if at
least one of its neighboring points lies on the opposite side
of the surface. A fixed radius r is set to search for the oppo-
site points shown in Figure 4.

Margin Binary Cross-entropy Loss. At the first stage,
we minimize the binary cross-entropy loss between the pre-
dicted 6, and the ground-truth occupancy values o, with uni-
formly sampled points ¢ € R>:

L(0g,04) = —[0g - log(0q) + (1 — 04) - log(1 — 04)] (6)

where o, is calculated by applying a sigmoid layer to the
output of the network o(q):

1

=t (7)

Oq
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Methods | 3000 Pts, o = 0.005

1000 Pts, o = 0.005 | 300 Pts, o = 0.005

|loUt CDJ NCt FSt |loUt CDJ NCt FSt |loUt CDJ NCt FSt
ONet (Mescheder et al. 2019) 0761 0.87 0.891 0785|0772 081 0.894 0801 | 0.778 0.80 0.895 0.806
ConvONet (Peng et al. 2020) 0.884 044 0938 0942 | 0.859 050 0929 0918 | 0.821 059 0.907 0.883
POCO (Boulch and Marlet 2022) | 0.926  0.30  0.950 0.984 | 0.884 040 0.928 0950 | 0.808 0.61 0.892 0.869
ALTO (Wang et al. 2023) 0930 030 0952 0980 | 0.905 035 0940 0964 | 0.863 047 0922 0.924
Ours | 0.936 028 0.956 0.985 | 0.913 033 0946 0.970 | 0.866 0.46 0.925 0.926

Table 1: Comparison on the ShapeNet dataset with different point density levels. ‘Pts’ denotes input points and o is the standard

deviation of the Gaussian noise.
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Figure 5: Object-level reconstruction results on the

ShapeNet dataset. All the methods are trained and tested on
3000 noisy points.

A margin m is added directly to the output according to
the ground-truth label [ € [0, 1]. Consequently, the new out-

put is defined as:
_ 1
% T T e~ (o@—mx(x2-1)) "

®)

As shown in Figure 4, the margin binary cross-entropy loss
can make the predicted occupancy values as close to 0 or 1
as possible.

Implementation Details

We implement our model in Pytorch (Paszke et al. 2019) and
use the Adam optimizer (Kingma and Ba 2014). The learn-
ing rate is 10~% at the first stage, and 10~° at the finetune
stage. The depth of our U-Net-like encoder is 4, and we do
not downsample or upsample the grid features in the two top
levels the same as (Wang et al. 2023). The radius 7 to search
for the opposite points is set to 0.08 and the margin m is set
to 2.0. At reference time, we apply Multiresolution IsoSur-
face Extraction (MISE) (Mescheder et al. 2019) to obtain the
mesh.

Experiments
Datasets, Metrics, and Baselines

ShapeNet. We use ShapeNet (Chang et al. 2015)
for object-level reconstruction evaluation. ShapeNet pre-
processed by ONet (Mescheder et al. 2019) contains water-
tight meshes of shapes in 13 classes, with train/val splits and
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8500 objects for testing. To comprehensively evaluate our
method, we leverage two different settings for a fair com-
parison. Following ALTO (Wang et al. 2023), we sample dif-
ferent densities of points and add Gaussian noise with zero
mean and standard deviation of 0.005. To evaluate the effect
of noise, we follow NKSR (Huang et al. 2023) to sample
points with different noise levels.

Scene-Level Datasets. For our scene-level reconstruction,
we use the Synthetic Rooms dataset (Peng et al. 2020) and
ScanNet-v2 (Dai et al. 2017). The Synthetic Rooms dataset
comprises 5000 synthetic room scenes containing randomly
placed walls, floors, and ShapeNet objects. We utilize the
same train/validation/test division as previously established.

The ScanNet-v2 dataset includes 1513 scans of real-world
environments featuring a diverse selection of room types.
The meshes provided in ScanNet-v2 are not watertight, so
models are trained using the Synthetic Rooms dataset and
then tested on ScanNet-v2. This enables the evaluation of
the generalization performance of our method.

Evaluation Metrics. Following ConvONet (Peng et al.
2020), we use the volumetric IoU, Chamfer-L, dis-
tance x102? (CD), normal consistency (NC), and F-Score
(Tatarchenko* et al. 2019) with threshold value 1% (FS)
metrics for our evaluation. Other used metrics also include
the Chamfer-Lo distance (L2-CD). Please refer to the sup-
plementary of (Peng et al. 2020) for the mathematical de-
tails.

Baselines. To evaluate the validity of our attention mech-
anism, the baselines used for comparison include ONet
(Mescheder et al. 2019), ConvONet (Peng et al. 2020),
POCO (Boulch and Marlet 2022), and ALTO (Wang et al.
2023). In addition to these, we also include SPSR (Kazh-
dan and Hoppe 2013), SAP (Peng et al. 2021), and NKSR
(Huang et al. 2023). Please note that NKSR utilized point
normals in most of their experiments. To ensure fairness in
our comparison, we only evaluate their results from training
without point normals.

Object-level Reconstruction

We first evaluate our method on the task of single-object
reconstruction. The quantitative results of different density
levels are shown in Table 1. Our method performs better
than the point-based and other grid-based methods. We also
find that when the points are too sparse (300 points), the im-
provement will become smaller because learning the weight
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Figure 6: Scene-level comparisons on the Synthetic Rooms dataset. Our method preserves most of the details of the furniture.

1000 Pts 3000 Pts 3000 Pts
Methods c=0.0 o =0.005 o =0.025
\ IoUT CDJ| IoUftT CDJ| IoUT CDJ
ConvONet | 0.823 0.61 0880 044 0.787 0.73
SAP 0.908 0.34 0911 033 0.829 0.53
POCO 0.927 030 0926 030 0.817 0.58
ALTO 0.940 029 0931 030 0.839 0.51
NKSR 0934 026 0926 0.27 0.829 0.50
Ours \ 0946 028 0936 028 0.844 0.50

Table 2: Comparison on the ShapeNet dataset with different
noise levels.

for a single point is meaningless. This also verifies the effec-
tiveness of our attention mechanism. We also evaluate the
effect of noise following the setting of NKSR (Huang et al.
2023) in Table 2. Qualitative comparisons are provided in
Figure 5. Compared with other baselines, our method can
capture more details, and the overall topology of the shape
is more unified and consistent.

Scene-level Reconstruction

We report numerical comparisons in Table 3 with previous
point-based and grid-based methods. The comparison veri-
fies the validity of our proposed mechanism on the scenes.
We further present the visual comparison in Figure 6, which
shows that our method achieves more detailed reconstruc-
tion results, particularly for finer structures.

Real-world Generalization

We also explore the generalization performance of our
method under the ScanNet-v2 dataset in Table 4. Figure 7
illustrates that our method can reconstruct a smoother and
more complete surface than the other methods. At the same
time, we also find that since the Synthetic Rooms dataset
only contains regularly generated walls and floors, which are
different from the real-scanned rooms as shown in Figure 6
and Figure 7. This issue causes all methods to try to com-
plete the irregular walls and floors to some extent, like the
second group of reconstruction results in Figure 7. The com-
pleted parts will greatly influence the metrics. For a more
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Methods |IoU+ CD| NCt FSt
ONet 0475 2.03 0.783 0.541
SPSR - 223 0866 0810
ConvONet 0.849 042 0915 0.964
DP-ConvONet | 0.800 042 0.912 0.960
POCO 0.884 036 0919 0.980
ALTO 0914 035 0921 0.981
Ours | 0918 034 0926 0.983

Table 3: Comparison on the Synthetic Rooms dataset.

Methods |CD] NCt FSt
ConvONet 0.80 0.816 0.810
DP-ConvONet | 1.35 0.769 0.682
POCO 0.74 0.813 0.816
ALTO 0.79 0.802 0.809
Ours ‘ 0.71 0.822 0.846

Table 4: Comparison of the generalization performance on
the ScanNet dataset. All methods are trained on the Syn-
thetic Rooms dataset and tested on ScanNet-v2 without
floors.

accurate comparison, we remove the floors following the
method used in ConvONet (Peng et al. 2020) but keep the
walls since they are randomly seated throughout the scene.

Ablation Study

Grid Representation. We report the effect of our point-
grid attention for different representations (triplane and vol-
ume) in table 5 on the Synthetic Rooms dataset. All methods
use the same decoder without attention.

Grid Downsampling. We experiment without downsam-
pling in our U-Net-like encoder and the results are shown
in Table 6. It takes less time to encode the input points but
the reconstruction results are significantly inferior. Thus we
consider it worthy to consume a little bit more time for a
better result.
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(b) Input Points (d) ConvONet

(a) Ground Truth

(d) POCO (d) ALTO

(d) Ours

Figure 7: Generalization performance on the ScanNet dataset. These methods are trained on the Synthetic Rooms dataset and
tested on the ScanNet-v2 dataset. The red squares show all the methods will complete the floor to some extent.

Method |IoUt+ CDJ NCt FS%
ConvONet (3 1282) | 0.805 044 0.903 0.948
ConvONet (64%) 0.849 042 0915 0.964
ALTO (3 * 1282) 0.834 043 0906 0.960
ALTO (643) 0.903 036 0920 0.981
Ours (3 * 1282) 0.835 040 0900 0.949
Ours (643) 0918 034 0926 0.983

Table 5: Ablation on the network framework.

| IOUT CD| NC1 Time(s)]

0.897 038 0.949 0.39
0942 0.30 0.962 0.41

w/o Down.
w/ Down.

Table 6: Ablation on the gird downsampling. ‘Down.” means
grid downsampling. “Time’ refers to the encoding time.

(a) Input Points

(b) w/o Opt.

(c) w/ Opt.

Figure 8: The visual effect of boundary optimization.

Boundary Optimization. We further explore the effect
of our boundary optimization. Table 7 shows that the op-
timization works under different noise and density levels.
We also visualize the distance from reconstruction results to
the ground-truth meshes in Figure 8. The proposed boundary
optimization can effectively help reduce the error bound.
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3000 Pts 3000 Pts 1000 Pts 1000 Pts

0=0.005 o0=0.025 =0 o =0.005
w/o Opt. 0.211 0.881 0.253 0.371
w/ Opt. 0.201 0.718 0.247 0.328

Table 7: Ablation study on boundary optimization in terms
of L2-CD (x10%). ‘Opt.” means optimization.

Method \ GPU Memory (MiB) Inference Time (s)
ConvONet 1957 0.43
POCO 6540 9.30
ALTO 3257 7.96
Ours 1915 5.61

Table 8: GPU memory and runtime comparisons on
ShapeNet chairs.

Conclusion

We proposed the Point-Grid Transformer (GridFormer) us-
ing a novel point-grid attention mechanism between the
point and grid features. It is valid both for object-level and
scene-level reconstruction and reconstructs a smoother sur-
face on the unseen dataset. Compared with the attention-
based decoder used in the point-based and other grid-based
methods, our attention-based encoder costs less time and
GPU memory (Table 8) and achieves comparable or even
better results. Our introduced boundary optimization strat-
egy can reduce the error between the estimated and ground-
truth occupancy functions and help extract a more accurate
surface. In future work, exploring how to dynamically divide
the grid to achieve the attention mechanism between differ-
ent resolutions may apply this mechanism to more scenarios.
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