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Abstract

In recent years, reconstructing indoor scene geometry from
multi-view images has achieved encouraging accomplish-
ments. Current methods incorporate monocular priors into
neural implicit surface models to achieve high-quality recon-
structions. However, these methods require hundreds of im-
ages for scene reconstruction. When only a limited number
of views are available as input, the performance of monocu-
lar priors deteriorates due to scale ambiguity, leading to the
collapse of the reconstructed scene geometry. In this paper,
we propose a new method, named Sparis, for indoor surface
reconstruction from sparse views. Specifically, we investigate
the impact of monocular priors on sparse scene reconstruc-
tion, introducing a novel prior based on inter-image matching
information. Our prior offers more accurate depth informa-
tion while ensuring cross-view matching consistency. Addi-
tionally, we employ an angular filter strategy and an epipo-
lar matching weight function, aiming to reduce errors due to
view matching inaccuracies, thereby refining the inter-image
prior for improved reconstruction accuracy. The experiments
conducted on widely used benchmarks demonstrate superior
performance in sparse-view scene reconstruction.

Introduction
Reconstructing indoor 3D geometry from multi-view im-
ages is a significant task in the field of computer vision and
graphics. Due to the sparse nature of indoor image acqui-
sition, traditional Multi-View Stereo (MVS) methods (Yao
et al. 2018; Ding et al. 2022) often face challenges in gener-
ating satisfactory results when overlap is limited.

Recently, with the emergence of Neural Radiance Fields
(NeRF) (Mildenhall et al. 2020) technology, implicit scene
representations have injected new vitality into multi-view re-
construction of 3D scenes. Several works (Wang et al. 2021;
Yariv et al. 2021) utilize Signed Distance Functions (SDF)
as a geometric representation and employ a neural render-
ing pipeline to accurately learn the geometry of scenes from
multi-view images. Although they have gained considerable
advancement in indoor scene reconstruction, it is still chal-
lenged by texture-less regions (e.g., walls, floors, ceilings)
and complex object layouts. To solve these issues, subse-
quent works leverage structural constraints (Guo et al. 2022;
Ye et al. 2023; Wang et al. 2024) or general-purpose monoc-
ular priors (Yu et al. 2022; Wang et al. 2022a; Liang et al.
2023) to provide more comprehensive supervision of depth

and normal, further enhancing the quality of reconstruc-
tion. However, reliable reconstruction results always rely on
dense input views. When only sparse views are provided, the
performance of these methods significantly decreases.

Two categories of approaches have provided inspiration
for addressing the problem of indoor sparse-view recon-
struction, yet cannot resolve this issue. Indoor sparse novel
view synthesis methods (Roessle et al. 2022; Uy et al. 2023;
Song et al. 2023) improve rendering quality by employing
dense depth priors or refined monocular priors, but fail to
capture accurate geometry for lacking of clear geometric
representation. Object level sparse reconstruction methods
(Long et al. 2022; Ren et al. 2023; Wu, Graikos, and Sama-
ras 2023; Huang et al. 2023) enhance the feature extraction
capabilities of neural fields while underperform in large and
complex indoor scenes.

In this work, we adopt SDF for geometric representation,
revisiting the paradigms of prior-based neural implicit learn-
ing under sparse settings. We notice that enforcing monocu-
lar depth supervision diminishes the reconstruction quality
due to the inability to calibrate depth scale within sparse
views. In addressing this challenge, we leverage matching
information between images to obtain more reliable abso-
lute depth prior. Additionally, to further ensure consistency
between views, we introduce a reprojection loss, which opti-
mizes the reconstruction geometry surface based on match-
ing relationships. As our matching relationships are entirely
determined by the matching network, matching errors may
impact the accuracy of our priors. We designed a match-
ing mechanism consisting of a matching angle filter and an
epipolar weight function. The matching angle filter calcu-
lates the angular score between views and can filter out se-
vere bias introduced by matching errors in nearby perspec-
tives. The epipolar weight function calculates the Sampson
Distance for matched pixels within the corresponding im-
ages, and quantitatively assesses their correspondence in 3D
space, enhancing the overall accuracy of reconstruction. As
shown in Figure 1, our method can achieve more complete
and detailed surface reconstruction, compared with previous
approaches.

We highlight our key contributions as follows.

• We propose Sparis, a novel surface reconstruction
method that utilizes correspondence information be-
tween images for indoor sparse-view reconstruction. Our
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Figure 1: Surface reconstruction results from sparse views of an indoor scene. Our method Sparis outperforms in addressing
challenges such as missing reconstruction details (NeuRIS) (Wang et al. 2022a), uneven surface (DäRF) (Song et al. 2023), and
spatial noise (VolRecon) (Ren et al. 2023).

method leverages pixel-pair information for depth opti-
mization and reprojection losses to refine the surface.

• We develop matching optimization strategies aimed at
minimizing the effects of matching inaccuracies, ensur-
ing more reliable depth and reprojection alignments.

• Our extensive evaluations on both real-world and syn-
thetic datasets show that Sparis achieves superior perfor-
mance over current leading indoor reconstruction meth-
ods with sparse views.

Related Works
Novel View Synthesis for Indoor Scenes
Synthesizing images from novel viewpoints of a scene
within a set of images has long attracted attention in the
field of computer vision. Recently, Neural Radiance Fields
(NeRF) (Mildenhall et al. 2020) as a neural implicit repre-
sentation method, achieves high-quality and view-dependent
rendering through a volume rendering pipeline. Based on
NeRF, many studies have made improvements in render-
ing speed (Reiser et al. 2021; Yu et al. 2021; Sun, Sun, and
Chen 2022; Müller et al. 2022; Zhang et al. 2023a), quality
(Barron et al. 2021, 2022; Wang et al. 2022b; Barron et al.
2023), and generalizability (Chen et al. 2021; Johari, Lep-
oittevin, and Fleuret 2022; Cong et al. 2023). Apart from ar-
chitectural improvements in universal conditions, some re-
searchers have focused on specific categories of scene re-
construction, such as indoor (Ying et al. 2023; Gao, Cao, and
Shan 2023), outdoor (Zhang et al. 2023b; Irshad et al. 2023),
underwater (Levy et al. 2023), satellite (Marı́, Facciolo, and
Ehret 2022), and urban environments (Tancik et al. 2022;
Rematas et al. 2022; Turki, Ramanan, and Satyanarayanan
2022), aiming to achieve higher rendering quality within
these distinct settings. However, in indoor scenes, challenges
often arise due to a limited number of images and small
coverage areas. DDP-NeRF (Roessle et al. 2022) trained a
dense depth prior from a large indoor dataset to constrain the

small-convergence NeRF optimization. DäRF (Song et al.
2023) and SCADE (Uy et al. 2023) improved the ambiguity
and scale issues of the SOTA monocular depth model priors,
leading to more accurate depth supervision and thereby en-
hancing the rendering effects. Although significant progress
has been made in synthesizing novel views for sparse indoor
scenes, these results fail to achieve the reconstruction geom-
etry under sparse views due to the lack of accurate geometric
representations, such as Signed Distance Functions (SDF).

Geometry Reconstruction for Indoor Scenes
Reconstructing geometric surfaces from multiple viewpoints
is relatively straightforward for a single object with dense
views. Inspired by NeRF, NeuS (Wang et al. 2021) and
VolSDF (Yariv et al. 2021) utilized a volumetric rendering
pipeline to learn the neural implicit surfaces of objects from
multi-view images. HelixSurf (Liang et al. 2023) and Neus2
(Wang et al. 2023) adopted dense grid feature coding like
instant-ngp (Müller et al. 2022) to accelerate the reconstruc-
tion process. However, they are generic, object-centric meth-
ods that perform poorly in scenes with many untextured ar-
eas and significant lighting variations. To tackle the chal-
lenges of indoor scene reconstruction, MonoSDF (Yu et al.
2022) and NeuRIS (Wang et al. 2022a) introduced 2D pre-
trained models as priors, effectively dealing with the issues
in reconstructing untextured areas. Manhattan-SDF (Guo
et al. 2022) and S3P (Ye et al. 2023) did not employ geo-
metric priors from 2D images; instead, they drew upon the
laws of the physical world to design constraints on surface
normals for indoor scenes. However, current indoor recon-
struction works still demand a high number of images, often
requiring hundreds of images to achieve satisfactory recon-
struction results. Recently, some works (Long et al. 2022;
Ren et al. 2023; Huang et al. 2023; Wu, Graikos, and Sama-
ras 2023; Xu et al. 2023) have attempted to perform im-
plicit surface reconstruction with sparse views. Yet, these
studies primarily concentrate on object-centric reconstruc-
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Figure 2: The overview of Sparis. Given sparse indoor images, the reconstruction of 3D surfaces is achieved via a 2-stage
process: (1) Pre-processing: estimated normal maps and matching pixel pairs are derived respectively using a pre-trained normal
prediction network fθ and a feature matching network fϕ; (2) Training with priors: the neural rendering procedure is optimized
with inter-image depth priors, cross-view reprojection and monocular normal priors, generating complete and detailed geometry.

tion with few views, overlooking indoor scenes. With more
objects and less view overlap in the scene, reconstructing
under sparse views grows increasingly difficult.

Method
In this study, we aim to reconstruct the fidelity surface S of
an indoor scene from a limited set of images I = {Ii | i ∈
1, . . . ,M} and camera poses T = {Ti | i ∈ 1, . . . ,M}. We
introduce Sparis, a neural surface reconstruction approach
optimized for sparse view inputs, as illustrated in Figure 2.

Neural Implicit Surface Volume Rendering
We model both geometry and appearance using SDF and
color fields, learned by the differentiable rendering pipeline.
Defining the surface geometry of the indoor scene as the
zero-level set of SDF S = {x ∈ R3 | f(x) = 0}, we then
adopt VolSDF (Yariv et al. 2021) as our baseline. This al-
lows for the transformation of SDF into volumetric density
for volume rendering, with both SDF and color parameter-
ized by two MLPs as VolSDF.

Given a pixel from one image, the ray could be denoted as
{r(ti) = o+td | t > 0}, where o is the camera center and d
is the direction of the ray. The rendered color is accumulated
by volume rendering with N discrete points:

Ĉ(r) =

N∑
i=1

Tiαici , (1)

where Ti is the accumulated transmittance, αi is the opacity
values, as denoted by

Ti =

i−1∏
j=1

(1− αi) , αi = 1− exp (−σiδi) . (2)

Following VolSDF, we transform SDF values s to density
values σ using a learnable parameter β:

σ(s) =


1
2β exp

(
s
β

)
if s ≤ 0

1
β

(
1− 1

2 exp
(
− s

β

))
if s > 0

. (3)

Subsequently, we calculate the depth D̂(r) and normal
N̂(r) at the intersection of the surface with the current ray
using the following expressions:

D̂(r) =

N∑
i=1

Ti αi ti , N̂(r) =

N∑
i=1

Ti αi n̂i . (4)

Inter-Image Depth Loss
MonoSDF (Yu et al. 2022) represents a foundational work in
multi-view indoor reconstruction, introducing the Omnidata
(Eftekhar et al. 2021) depth prior that supplies a wealth of
geometric information. To enforce the consistency between
the render depth D̂(r) and monocular depth D̄(r), It em-
ploys a loss function that is invariant to scale:

Lmono depth =
∑
r∈R

∥∥∥(wD̂(r) + q
)
− D̄(r)

∥∥∥2. (5)

This means that the relative depth from monocular input
needs to be scaled to an absolute scale for geometry super-
vision. Scale w and shift q are solved with the least-squares
criterion in the rendering process.

However, this strategy can lead to severe depth ambigu-
ity problems, ultimately resulting in the collapse of the re-
constructed geometry. This arises from sparse views train-
ing process, where the small overlap between sparse views
results in only a limited amount of rendering depth being



correctly scaled. Global scale and shift are miscalculated,
ultimately leading to errors in depth supervision scale.

To resolve this issue, we introduce a 2D feature points
matching network to compute correspondence information
between sparse views, utilizing this inter-image information
along with image poses to acquire more accurate depth pri-
ors. Given a pair of images captured from different view-
points of current scene, marked as {Ia, Ib}, we can di-
rectly obtain the matching pixel pairs (pa,pb) along with
an associated matching uncertainty by employing the fea-
ture matching network fϕ:{

(pi
a,p

i
b, u

i
a,b) | i ∈ 1, . . . ,H

}
= fϕ(Ia, Ib) . (6)

Here, H denotes the quantity of matching pixel pairs.
Matching uncertainty ua,b is quantified within the range of
[0, 1], indicating the confidence of the matching results.

By leveraging the camera poses alongside these matching
pixel pairs, it becomes feasible to triangulate the estimated
world coordinates x, thus inferring absolute depth priors
D̃(r), as demonstrated in Figure 3 (a). Throughout the train-
ing phase, for a given reference view Ir, we systematically
sample a batch of rays {rir} and rays of their corresponding
matching pixels {ris} from a source view Is. Consequently,
the inter-image depth loss can be expressed as

Ldepth =
∑
i

1

D̃(rir)
(1− ui

r,s)
∣∣∣D̂(rir)− D̃(rir)

∣∣∣ . (7)

Cross-View Reprojection Loss
During the optimization process of neural rendering, we
only compute the depth loss for the current image, ensur-
ing one-way accuracy of inter-image information. When
the depth loss converges well, we can approximately as-
sume that the correspondence in inter-image relationships
has been ensured. However, in each iteration of the neural
rendering pipeline, only a small number of pixels from one
view are selected, making it challenging to synchronize the
depths of one-to-one corresponding pixels in inter-image re-
lationships. To tackle this challenge, we introduce reprojec-
tion for optimization.

As it is shown in Figure 3 (a), considering that the point
x′
a on which a ray intersect with the surface estimated by

neural rendering is not coincident with the triangulated point
x, since the error between rendered surfaces and real sur-
faces exists, an offset is also introduced between the repro-
jected coordinate p′

b and pb on another view. Given a refer-
ence view Ir and a source view Is, the reprojected coordi-
nate p′

s from the rendered 3D point of reference view to the
source view can be calculated as

p′
s = KP−1

s

(
or + D̂(rr) · d(rr)

)
, (8)

where K denotes camera intrinsic matrix, P represents the
camera pose, d is the normalized direction of r, and o indi-
cates the world coordinate of the camera viewpoint.

Then, the cross-view reprojection loss is calculated as

Lreproj =
∑
i

(1− ui
r,s)
∥∥∥pi

s − pi
s

′
∥∥∥
1
, (9)

∥ · ∥1 represents the L1 norm.
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Figure 3: Illustration of matching priors. (a) Using match-
ing pixel pairs, we obtain the triangulated depth D̃ and
reprojected coordinates p′ from the rendered 3D surface
points; (b) Mismatches cause depth estimation errors, espe-
cially under minimal translation and angular variations.

Matching Optimization Strategies
Matching networks inherently introduce certain errors,
which can lead to geometric inaccuracies and spatial noise.
To mitigate these issues, we develop two optimization strate-
gies: angular filter for refining image matching pairs and
epipolar weight function for enhancing pixel matching pairs.

Angular Filter. In multi-view geometry, triangulation er-
rors are strongly influenced by the angles between ray pairs.
As illustrated in Figure 3 (b), smaller angles result in greater
relative errors in depth estimation when mismatches occur.
Therefore, relying solely on the number of matching pairs as
a metric for source view selection can lead to more inaccu-
rate estimations. To mitigate this, we compute the certainty-
weighted average of the normalized direction vectors of the
rays at each matching pixel. The score for translation and
angular variations of the views is then calculated as

Sa,b = 1− cos

(∑
i

(1− ui
a,b)d

i
a ,
∑
i

(1− ui
a,b)d

i
b

)
,

(10)
where d are the normalized direction vectors of rays. For
reference view Ir, the source view is picked as

Is = argmax([Sr,i − ϵ > 0] ·Hr,i) , i ̸= r . (11)
H indicates the number of matching pixel pairs. [·] repre-
sents the Iverson bracket.

Epipolar Weight Function. Feature matching networks,
as data-driven models operating at the image level, often
lack verification of multi-view geometric consistency within
the scene. Consequently, the matched pixels may not adhere
to the correct spatial-geometric relationships, failing to meet
the scene’s geometric constraints. Ideally, during triangula-
tion, the rays corresponding to a matched pixel pair should
intersect at a single point, with the pixels lying on the epipo-
lar lines. To mitigate this limitation, we introduce an epipo-
lar weight, which can be computed as

wi
r,s =

1

2

(
1− Sigmoid

(
γ · ds(pi

r,p
i
s)
))

. (12)
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Figure 4: Visual comparisons of 3D reconstruction results on ScanNet with sparse views. The overall top views and the
zoom-in views of the marked areas show that our approach produces more complete and fine-grained geometry.

ds represents the Sampson Distance, calculated as

ds(pr,ps) =
(p⊤

s Fpr)
2

(Fpr)21 + (Fpr)22 + (F⊤ps)21 + (F⊤ps)22
,

(13)
where F denotes the fundamental matrix between reference
view Ir and source view Is. (·)k represents the k-th element
of the vector. Thus, with the consideration of the epipolar
weights, Ldepth and Lreproj can be rewrote as:

Ldepth =
∑
i

1

D̃(rir)
(1ui

r,s)w
i
r,s

∣∣∣D̂(rir)− D̃(rir)
∣∣∣ , (14)

Lreproj =
∑
i

(1− ui
r,s)w

i
r,s

∥∥pi
s − pi′

s

∥∥
1
. (15)

Loss Functions
The overall loss functions are:
L = Lrgb+λ1Ldepth+λ2Lreproj+λ3Ln+λ4Leik, (16)

where Ldepth and Lreproj are the inter-image depth loss and
cross-view reprojection loss defined above.

Lrgb is the difference between the rendered and ground-
truth pixel colors:

Lrgb =
1

|R|
∑
r∈R

∥∥∥C(r)− Ĉ(r)
∥∥∥
1
. (17)

Similar to NeuRIS (Wang et al. 2022a), we utilize a pre-
trained network fθ to predict monocular normals N̄(r),
which are then applied to the Normal loss:

Ln =
1

|R|
∑
r∈R

∥∥∥N̂(r)− N̄(r)
∥∥∥
1
+
∥∥∥1− N̂(r)⊤N̄(r)

∥∥∥
1
.

(18)

In line with the previous approaches, we introduce an
Eikonal regularization term (Gropp et al. 2020) on the ran-
dom sample points Y for the SDF field f(x):

Leik =
1

|Y|
∑
x∈Y

(∥∇f(x)∥ − 1)2. (19)

Experiments and Anaysis
Datasets
ScanNet. ScanNet (Dai et al. 2017), a comprehensive real-
world dataset, encompasses over 2.5 million views across
1513 scenes, each annotated with 3D camera poses and sur-
face reconstructions. To evaluate the performance of our al-
gorithm, we adopted the sparse setting used by DDP-NeRF
(Roessle et al. 2022), sampling 15 to 20 images per scene at
a resolution of 624× 468 for surface reconstruction.

Replica. The Replica dataset (Straub et al. 2019) is no-
table for its high-quality reconstructions of various indoor
environments. To further ascertain the robustness of our ap-
proach, we followed the scene selection strategy outlined in
(Yu et al. 2022), opting for 8 distinct scenes. From each
scene, 10 images are uniformly sampled out of 2000, at a
resolution of 600× 340 for our experimental dataset.

Implementation Details
We adopt a similar model architecture as VolSDF (Yariv
et al. 2021). RoMa (Edstedt et al. 2023), a robust network
for dense matching, is adopted as network fϕ to compute
priors between images. We utilize the pre-trained Omnidata
(Eftekhar et al. 2021) as our normal estimation network fθ
to generate monocular normal priors. All the experiments



Method F-score↑ Acc.↓ Comp.↓ Prec.↑ Recal.↑

COLMAP (Schonberger and Frahm 2016) 0.161 0.179 0.583 0.284 0.124
TransMVSNet (Ding et al. 2022) 0.119 0.352 0.473 0.142 0.102

DDP-NeRF (Roessle et al. 2022) 0.287 0.280 0.080 0.202 0.539
DäRF (Song et al. 2023) 0.295 0.273 0.127 0.242 0.393

NeuS (Wang et al. 2021) 0.132 0.300 0.665 0.185 0.105
VolRecon (Ren et al. 2023) 0.155 0.225 0.284 0.174 0.144

HelixSurf (Liang et al. 2023) 0.238 0.341 0.249 0.249 0.229
S3P (Ye et al. 2023) 0.277 0.300 0.177 0.274 0.285

MonoSDF (Yu et al. 2022) 0.328 0.328 0.152 0.320 0.341
NeuRIS (Wang et al. 2022a) 0.464 0.180 0.082 0.445 0.488

Ours 0.647 0.056 0.060 0.666 0.631

Table 1: Quantitative comparisons of room-scale surface reconstruction results over 10 scenes of ScanNet with 15-20
input views. The best and the second best results are denoted as bold and underlined, respectively.

Method F-score↑ Acc.↓ Comp.↓ Prec.↑ Recal.↑
HelixSurf (Liang et al. 2023) 0.028 0.558 0.927 0.035 0.019

S3P (Ye et al. 2023) 0.018 0.271 2.733 0.152 0.010
MonoSDF (Yu et al. 2022) 0.454 0.081 0.139 0.497 0.423

NeuRIS (Wang et al. 2022a) 0.431 0.074 0.147 0.489 0.387
Ours 0.825 0.031 0.073 0.881 0.777

Table 2: Quantitative comparisons of room-scale surface reconstruction results over 8 scenes of Replica with 10 input
views. The best and the second best results are denoted as bold and underlined, respectively.

are conducted on an NVIDIA RTX3090 GPU. More experi-
mental settings and metrics calculations are provided in the
supplementary materials.

Comparison
ScanNet. We compare our approach with various types of
indoor reconstruction methods on ScanNet dataset: (1) MVS
reconstruction methods: COLMAP (Schonberger and Frahm
2016), TransMVSNet (Ding et al. 2022); (2) Novel view
synthesis methods for sparse-view indoor scenes: DDP-
NeRF (Roessle et al. 2022), DäRF (Song et al. 2023); (3)
Neural implicit surface methods for sparse-view reconstruc-
tion: VolRecon (Ren et al. 2023); (4) Neural implicit sur-
face methods for indoor scenes: NeuS (Wang et al. 2021),
NeuRIS (Wang et al. 2022a), MonoSDF (Yu et al. 2022),
HelixSurf (Liang et al. 2023), S3P (Ye et al. 2023).

To ensure a fair comparison, we fine-tune the experi-
mental setups for specific baselines to maximize their per-
formance. For COLMAP and TransMVSNet, we employ
the Poisson Reconstruction (Kazhdan, Bolitho, and Hoppe
2006) to generate surface meshes from the densely matched
point cloud outputs. In the cases of DDP-NeRF and DäRF,
we utilize the Marching Cube algorithm to create meshes
from the learned density fields, applying an appropriately
adjusted threshold for optimal results. MonoSDF, under its
default hyper-parameter configuration, was unable to pro-
duce valid meshes; thus, we modified the weight of the
monocular depth loss to 0.001 (originally 0.1) for a more

GT Ours NeuRIS MonoSDF

Figure 5: Visual comparisons of 3D reconstruction results
on Replica with sparse views.

equitable comparison. The quantitative outcomes of this as-
sessment are presented in Table 1. Notably, NeuS was unable
to generate valid meshes for 4 scenes, and HelixSurf for 1;
hence, we specifically report results for the successfully re-
constructed scenes for these methods. Our methodology sur-
passes all benchmarks, demonstrating a significant improve-
ment. Concurrently, as depicted in Figure 4, previous meth-
ods could only generate fragmented and noisy surfaces. In
contrast, our technique delivers more visually complete ge-
ometries, characterized by smoother surfaces and more re-
fined details.

Replica. As a complementary experiment to validate the
robustness on different datasets, we compare our approach
with MonoSDF (Yu et al. 2022), NeuRIS (Wang et al.
2022a), HelixSurf (Liang et al. 2023) and S3P (Ye et al.



Ln Ldepth Lreproj F-score↑ Acc.↓ Comp.↓ Prec.↑ Recall↑
0.244 0.177 0.319 0.308 0.212√
0.253 0.375 0.225 0.250 0.258√ √
0.598 0.061 0.074 0.624 0.577√ √
0.560 0.083 0.243 0.518 0.549√ √ √ 0.647 0.056 0.060 0.666 0.631

Table 3: Ablation studies of each component of our method over 10 scenes of ScanNet.

2023). The quantitative comparisons are listed in Table 2,
while the visual comparisons are shown in Figure 5. The
most effective indoor reconstruction methods, MonoSDF
and NeuRIS, produce uneven surfaces due to the lack of ac-
curate depth guidance. Our approach exhibits a more pro-
nounced advantage on Replica dataset, characterized by
minimal occlusion and precise poses, clearly surpassing sev-
eral neural indoor surface reconstruction methods.

Ablation Study
To evaluate the effectiveness of the components of our pro-
posed priors, we conduct ablation studies on 5 different set-
tings: (1) Naive neural rendering framework without any in-
troduced prior; (2) Neural rendering framework with nor-
mal priors; (3) Ours without cross-view reprojection loss;
(4) Ours without inter-image depth loss; (4) Ours: neural
rendering framework with normal priors, inter-image depth
loss and cross-view reprojection loss.

Table 3 demonstrates that the monocular normal, as a
commonly used form of supervision information for indoor
reconstruction, can also improve the reconstruction quality
with sparse view inputs. Our inter-image depth loss pro-
vides accurate geometric constraints, significantly enhanc-
ing the reconstruction quality of fine local details. Further-
more, by ensuring a one-to-one correspondence of matching
pixels, the cross-view reprojection loss offers a relaxed yet
stable form of supervision. This guarantees inter-view con-
sistency, reduces overfitting in sparse view reconstruction,
and ultimately enhances reconstruction quality. The obser-
vation readily suggests that the simultaneous application of
both constraints not only enhances the geometric quality in
each view but also mitigates overfitting in scenarios with few
views, leading to a markedly significant improvement com-
pared to the baseline.

To validate the effectiveness of the matching optimiza-
tion strategies we propose, we conducted ablation studies on
epipolar weight function and angular filter, respectively. As
shown in Table 4, both strategies significantly enhance ge-
ometric reconstruction. This demonstrates that our method
is resilient to noise in the matching network. To intuitively
demonstrate the effectiveness of our strategies, we visualize
the ablation experiments for a scene from ScanNet, as shown
in Figure 6. Owing to the similar textures of the chair legs,
the matching network features exhibit high similarity. With-
out the incorporation of the epipolar weight, the geometric
structure of the chairs in the reconstruction degrades, lead-
ing to difficulties in distinguishing between different chairs.
And it is evident that angular filter is capable of improving

Reference Image w/ epipolar weight w/o epipolar weight

Reference Image w/ angular filter w/o angular filter

Figure 6: Our reconstruction results with or without
matching optimization strategies.

Epipolar weight Angular filter F-score↑
× √

0.617
√ × 0.624
√ √ 0.647

Table 4: Quantitative results of ablation study on epipo-
lar weight and angular filter.

the quality of reconstruction at local details by eliminating
view pairs with significant error influences.

Conclusion
We introduce a novel neural implicit surface reconstruc-
tion approach for 3D indoor scenes from sparse views. Our
method exploits inter-image matching information and uti-
lizes triangulation to provide more accurate depth informa-
tion than monocular depth, thereby enhancing the stability
of the reconstruction process. In addition, we design a pro-
jection loss based on pixel-to-pixel matching relationships
in the images to ensure consistency across views. To re-
fine accuracy further, we design an angular filter and an
epipolar weight function. This helps remove wrong potential
matches that might harm the final results. Extensive experi-
ments demonstrate that our method outperforms all existing
indoor reconstruction approaches. With only a limited num-
ber of views available, we achieve satisfactory reconstruc-
tion results on both real and synthetic datasets.



References
Barron, J. T.; Mildenhall, B.; Tancik, M.; Hedman, P.;
Martin-Brualla, R.; and Srinivasan, P. P. 2021. Mip-nerf:
A multiscale representation for anti-aliasing neural radiance
fields. In Proceedings of the IEEE/CVF International Con-
ference on Computer Vision, 5855–5864.
Barron, J. T.; Mildenhall, B.; Verbin, D.; Srinivasan, P. P.;
and Hedman, P. 2022. Mip-nerf 360: Unbounded anti-
aliased neural radiance fields. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, 5470–5479.
Barron, J. T.; Mildenhall, B.; Verbin, D.; Srinivasan, P. P.;
and Hedman, P. 2023. Zip-NeRF: Anti-aliased grid-based
neural radiance fields. arXiv preprint arXiv:2304.06706.
Chen, A.; Xu, Z.; Zhao, F.; Zhang, X.; Xiang, F.; Yu, J.;
and Su, H. 2021. Mvsnerf: Fast generalizable radiance field
reconstruction from multi-view stereo. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, 14124–14133.
Cong, W.; Liang, H.; Wang, P.; Fan, Z.; Chen, T.; Varma, M.;
Wang, Y.; and Wang, Z. 2023. Enhancing nerf akin to en-
hancing llms: Generalizable nerf transformer with mixture-
of-view-experts. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, 3193–3204.
Dai, A.; Chang, A. X.; Savva, M.; Halber, M.; Funkhouser,
T.; and Nießner, M. 2017. Scannet: Richly-annotated 3d
reconstructions of indoor scenes. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, 5828–5839.
Ding, Y.; Yuan, W.; Zhu, Q.; Zhang, H.; Liu, X.; Wang, Y.;
and Liu, X. 2022. Transmvsnet: Global context-aware multi-
view stereo network with transformers. In Proceedings of
the IEEE/CVF conference on computer vision and pattern
recognition, 8585–8594.
Edstedt, J.; Sun, Q.; Bökman, G.; Wadenbäck, M.; and Fels-
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